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Simulating three-dimensional aeronautical �ows on mixed
block-structured=semi-structured=unstructured meshes
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SUMMARY

The design requirements of a computational �uid dynamics (CFD) method for modelling high Reynolds
number �ows over complete aircraft are reviewed. It is found that the speci�cations are unlikely to
be met by an approach based on the sole use of either structured or unstructured grids. Instead, it is
proposed that a hybrid combination of these grids is appropriate. Techniques for developing such meshes
are given and the process of establishing the data structure de�ning the meshes described. Details of a
�ow algorithm which operates on a hybrid mesh are presented. A description is given of the suitability
and generation of hybrid grids for a number of examples, and results from �ow simulations shown.
Finally, issues still to be addressed in the practical use of these meshes are discussed. Copyright
? 2002 John Wiley & Sons, Ltd.
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INTRODUCTION

Computational �uid dynamics (CFD) is accepted as a prime area for technology acquisition
and application throughout the aerospace industry. This recognition is earned as a result of
evidence that substantial reductions in design costs can be attained through enhanced synergy
between CFD and wind tunnel tests [1]. However, it comes at a time when cuts are continually
being made to research and development budgets. Consistent with this, aeronautical engineers
are increasingly expected to have multi-disciplined skills and are placing greater demands on
the performance of their available tools. The design of the next generation of CFD technology,
which is aimed at simulating viscous �ows over complete aircraft, must address these needs.
Much is still required from CFD, but after all, much has been promised.
Central to the current debate on providing a capability to simulate high Reynolds number

�ows is the creation of a suitable mesh. General agreement has been reached on what is
needed in a mesh, but crucially, not on how to get it.
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A mesh should conform to boundaries, contain points which are distributed e�ectively and
be de�ned in a manner amenable to e�cient computations. Furthermore, the connectivity of
points should form elements that satisfy certain geometric criteria and do not overlap.
Methods for forming such a mesh are generally classi�ed as either structured or unstruc-

tured. Promoters of structured schemes highlight the e�ciency and accuracy that is attained
through the employment of regularly arranged hexahedral volumes [2]. Supporters of unstruc-
tured schemes emphasize the geometric �exibility and suitability for adaptation inherent to
the use of irregularly connected tetrahedral volumes [3].
For some years now, both approaches have appeared to have limitations when considering

them as a basis for viscous �ow simulations over entire aircraft. On the one hand, as more
structure is added to a grid, so the constraints imposed on the grid increase. This ultimately
impacts on both the ease of use of, and range of problems that can be addressed with,
structured grids. On the other hand, as more structure is removed from a grid, so the amount of
information that is readily accessible decreases. This ultimately impacts on both the generation
of highly compressed elements, and the accuracy of discretization schemes, for unstructured
grids.
In an attempt to overcome these di�culties, there is clear evidence of an increasing cross-

fertilization of ideas and techniques between the two camps. The limit of this trend is to
replace the sole use of one mesh type by the use of combined meshes composed of both
structured and unstructured grids—hybrid grids. This combination of grid types not only
allows the bene�ts of structured and unstructured grids to be attained simultaneously, but
also allows high quality, e�cient grids to be achieved throughout the domain, due to the
appropriate use of each element type.
This paper begins by motivating further the use of hybrid grids. The techniques employed to

generate each region of grid are discussed in turn, with attention given to the issue of abutting
the di�erent mesh types together. The development of the data structure which describes the
meshes is covered and a �ow algorithm that operates on hybrid grids is detailed. Results from
a number of applications are presented, emphasizing the usefulness of the approach. The paper
concludes with a discussion on factors that are seen to be central to the future acceptance
and practical use of hybrid grids.

MOTIVATION FOR USING HYBRID GRIDS

Design needs for a CFD capability

A number of factors must be considered in the extension of CFD to provide useful aerody-
namic data from viscous �ow simulations over aircraft con�gurations. These can be summa-
rized as usability, e�ciency, robustness and accuracy.

(i) Usability. A CFD method is not seen to be acceptable in an industrial environment if
it absorbs signi�cant manpower, or is di�cult either to learn or to pick up again after
a period of time. This statement is particularly relevant to the mesh generation phase
if a ‘one-o�’ �ow calculation is all that is required. When the dominant cost in the use
of CFD is in obtaining the grid (i.e. not the end product), the use of the tool is more
di�cult to justify. There is a strong onus on the developer to improve usability by
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Table I. Ability of approaches to meet requirements.

Unstructured Structured

Usability Yes No
E�ciency No Yes
Robustness Yes No
Accuracy No Yes

providing error messages and other useful output if problems arise during execution.
However, in practice, this functionality often only reaches maturity after the software
has been used widely.

(ii) E�ciency. The use of CFD is increasing. One of the main reasons for this is the
emergence of capabilities based on the repetitive execution of �ow solvers; design
optimization [4], performance analysis prediction and store release simulation [5], are
just three examples of this. For these applications of CFD, the CPU and memory
requirements of the �ow solver will always dominate the issues of cost and turn-
around.

(iii) Robustness. A CFD system must be capable of being applied to a wide range of prob-
lems, involving highly three-dimensional surfaces and=or complex �ow �elds containing
vortices, shock-waves, etc. This capability must be achieved with software which both
has the required applicability and functions reliably.

(iv) Accuracy. Ultimately, a CFD tool must deliver an answer with a possible error bound
that is both de�nable and acceptable to the aeronautical engineer. This requires that
the method is well validated and evaluated for the problem of interest. It must also
behave in a consistent manner to provide engineers with con�dence that changes to
output data are solely a result of changes to input data. In addition, the modelling
errors must not be so large as to introduce misleading solutions.

For any one particular application, the emphasis placed on each of these factors will be
di�erent. However, what is apparent is that an aerodynamics department would prefer to have
a single CFD environment, possibly composed of multiple codes, that can be applied to a wide
range of problems. The potential bene�ts from this in terms of validation, evaluation, training,
resourcing and support are immediately apparent. A total CFD capability must therefore be
able to meet all requirements.

Matching gridding approaches to needs

In Table I, the ability of approaches based on either solely structured or unstructured grids
to meet each of the requirements is summarized.
From this table, it is evident that neither of the approaches in isolation is capable of meeting

the requirements. However, an approach based on the use of both types of mesh, exploiting
the qualities that each can deliver, can realize the objectives.
Focusing further, the aerospace industry has speci�c requirements, such as an accurate high

Reynolds number capability for detailed design or performance analysis of an aircraft, which
are not shared by other industries. These requirements place a heavy emphasis on solution
accuracy (due to the in�uence this has on the parameters on which a design is judged, i.e.
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drag) and e�ciency (due to the size of problems that need to be addressed). It is believed that
in the design of a CFD tool for this purpose, these two objectives should take precedence over
the others. As such, this drives a CFD strategy based on the use of structured meshes wherever
possible, with unstructured meshes embedded locally to meet the remaining requirements.
This is the motivation and basis for our use of hybrid grids.

DEVELOPING A STRATEGY FOR HYBRID GRIDS

Initial �ndings on using hybrid grids

Early work. The idea of hybrid grid generation was �rst advocated in two quite distinct pieces
of work [6; 7]. Nakahashi and Obayashi [6] observed that the approach ‘combined both the
computational e�ciency of the �nite-di�erence method and the geometric �exibility of the
�nite-element method’. Weatherill [7] observed that ‘the real advantages of the structured
approach are the disadvantages of the unstructured approach, and vice-versa. The combination
of the approaches is an attempt to capitalise on the merits of both approaches’.

The need for the Pyramid. The work of Weatherill [7], in two dimensions, motivated studies
into the use of hybrid meshes in three dimensions [8–10]. As part of these studies, the deci-
sion was made to develop a centred �nite-volume cell-vertex-based �ow solver. The natural
extension to 3D of the use of the quadrilateral and triangle are the hexahedron and tetrahe-
dron. Since these elements do not share a common type of face, the issue of how to treat
their interface is raised immediately. To avoid the need for the �ow solver to handle hanging
nodes and edges in the mesh, the decision was taken to introduce an additional element, the
pyramid, whose triangular faces could abut a tetrahedron and whose quadrilateral face would
abut a hexahedron.

Initial �ow results. Inviscid �ow computations [8] were performed for the simple test case
of a bump in a quasi three-dimensional channel. The in�ow conditions were chosen to ensure
that a shock would develop across the channel, above the bump. Two types of mesh were
formed using the same point set; solely block-structured (BS) to act as a reference solution
and hybrid (HY) to test out the approach. The unstructured (UN) region in the latter was
embedded where the shock would form.
From this exercise, it was possible to draw a number of conclusions [8]. As the grids

were re�ned, the solution on the BS and HY meshes tended towards the same answer. As
the meshes were coarsened the accuracy of predictions on the HY grid deteriorated more
quickly than on the BS grid. Comparing the computational requirements of a node in a BS
and UN region of mesh, it was found that the UN node would typically require a factor of
four times as much storage (this �gure arises due to the use of a face-based data structure;
the use of edge-based data structures act to reduce it). Furthermore, the time-stepping of the
�ow solution would only advance at approximately half the rate, due to the larger number of
elements in a given volume.
In a following study [9], both a BS grid and HY grid were formed for a wing-foreplane-

fuselage, with the latter grid containing tetrahedra embedded around the foreplane. It was
found that the isotropic UN surface grid on the foreplane (required to achieve good �eld
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Figure 1. Local block-structured grid for modelling junction regions.

mesh quality) needed to be approximately 10 times as dense as the corresponding BS surface
grid for the same predictions of surface pressures to be achieved.

The bene�ts of the prism. In considering the extension of hybrid grids to viscous �ows, it
was believed that there would be bene�ts to be realized, in terms of computational e�ciency
and accuracy, by introducing an additional element into a hybrid grid, namely the prism.
This element could be formed by ‘in�ating’ a surface triangulation, thereby maintaining a
regular grid topology normal to the surface—hence, the terminology semi-structured grid. As
such the computational e�ciency of the prism could be expected to, and in practice does, lie
somewhere between that of the hexahedron and tetrahedron.
To explore the potential bene�ts of using prisms, two studies were undertaken [10]. Firstly,

both a completely UN grid and a hybrid semi-structured=unstructured grid were formed for
an inviscid modelling of the �ow over a wing. In both cases, the same surface grid was used,
which for the latter acted as the initial boundary from which to advance layers of prismatic
grid. The results achieved on the hybrid mesh were signi�cantly better than the unstructured
grid. A further investigation used the same point set in de�ning a BS grid and a purely
prismatic grid to calculate the viscous �ow over a semi-in�nite wing, formed by stacking
RAE5225 aerofoil sections. The agreement between results on these meshes was excellent,
even for quantities such as skin friction.
The results of the two studies emphasized the importance of the grid topology normal to

the surface, and supported the �ndings of earlier works in two dimensions [11; 12].

The need for local structured grids. Having accepted the need for prismatic elements, the
question arises as to how to grid the junction region of two intersecting surfaces, both of
which have prisms grown from them. The regular topology of the grid normal to each surface,
motivates the use of local structured grids in these junction regions, whose quadrilateral faces
naturally abut onto the prism, see Figure 1.

E�ciency of hybrid mesh elements. In Table II, a comparison is given of the approximate
relative computational e�ciency per node of the main elements of a hybrid mesh. The quoted
memory factor is based on the total storage required for a typical �ow run and not just the
memory required to store the grid.
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Table II. Comparison of the approximate relative computational e�ciency.

H P T

Time step e�ciency, T 1.0 0.75 0.50
Work per time step, W 1.0 1.50 3.00
E�ciency factor = T=W 1.0 0.50 0.16
Memory factor 1.0 1.50 2.00

Figure 2. Geometries requiring anisotropic grids.

It is clear from this data that tetrahedra should only be used when strictly necessary. This is
particularly true in shear layer regions, where the required point density of the mesh normal to
a surface will be independent of the grid type used. Put another way, the potential advantage
of unstructured grids for coarsening meshes away from surfaces cannot be realized in the
shear layer regions without the likelihood of compromising the �ow solution.

E�cient, High Quality Grids. The discussion to date has indicated that unstructured grids can
be readily applied to the generation of meshes about arbitrary shapes. Whilst this statement
is true, it is somewhat simplistic since it ignores the fact that high grid quality is often an
essential pre-requisite to an aerodynamic simulation. Indeed, there are a number of situations
where it is di�cult to generate high quality, e�cient, unstructured surface grids, and signi�cant
e�ort needs to be expended in an attempt to achieve this. Even then, suitable �eld mesh quality
is not always readily attained.
In Figure 2(a), a sketch is given of a situation where a high quality, e�cient mesh is more

readily achieved with a structured grid than an unstructured grid. The key point is that it is far
easier to grid regions that require anisotropic mesh using structured rather than unstructured
grids. This is particularly true where a geometric surface degenerates to a point. Thus, for
the cone, the high circumferential surface curvature is all that requires resolution by a dense
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region of mesh. A further example would be a �ap end plate, where the �ow gradients will
be higher in the cross-�ow plane than the axial direction. If an isotropic unstructured grid
were generated in these regions, the density of the mesh required to model the �ow accurately
would impact signi�cantly on the computational resource needed, especially when the data
given in Table II is considered.

Summary from studies of hybrid grids

From this discussion, the following conclusions can be drawn:
(i) The use of hybrid grids is a valid strategy for meeting the design requirements of

modelling viscous �ows over aircraft.
(ii) A hybrid mesh should contain hexahedra, prisms and tetrahedra. Pyramids provide a

way of avoiding hanging nodes and edges.
(iii) The order of priority that should be given to these elements should be based on max-

imizing the use of structure wherever possible, subject to achieving a certain level of
element quality e�ciently.

(iv) Meshes should be regular in a direction normal to a surface, particularly for Navier–
Stokes simulations.

(v) The choice of mesh types for a region should take into account anisotropy of surface
curvature and �ow gradients.

(vi) The unstructured regions of mesh will have to be more dense than the structured
regions to yield comparable accuracy.

HYBRID GRID GENERATION IN SAUNA

The attraction of hybrid meshes is clear. However, the task of developing a readily useable
system based around the concept is signi�cant. In recent years, much e�ort has been expended
in developing a hybrid mesh generation capability for the CFD system SAUNA (structured
and unstructured numerical analysis). The system is capable of forming either solely block-
structured, semi-structured or unstructured grids. In addition, it is capable of forming a hybrid
combination of any of these mesh types. Hence, the same system can be used to form meshes
e�ciently for problems as diverse as the steady, viscous �ow around a civil aircraft, or the
unsteady inviscid �ow over a store released from a carriage bay.
Numerous papers [13–18] have been written detailing the generation of the meshes, so only

a summary is given here. The mesh generation procedures are described in their order of use,
starting with the most constrained problem, and working through to the least constrained. The
important area of interfacing the di�erent elements is then covered. Finally, a description is
given of a technique that allows hybrid grids to be regenerated automatically in response to
a geometry perturbation driven by a design optimization tool.

Structured grid generation

The topology of a structured grid is known to have a signi�cant impact on the performance
of a �ow solver, with the best results achieved when a match is found with the geometric
characteristics of the surface being modelled. For domains de�ned by multiple surfaces, this
grid property can only be achieved, if at all, through the use of block-structured grids. In this
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Figure 3. Schematic representation of combat aircraft.

approach [13], the domain is subdivided into non-overlapping regions, each of which has its
own locally structured grid and is topologically equivalent to a cube. Since a domain may
need to be split into many hundreds of blocks, the task of forming a mesh has some clearly
identi�able potential bottlenecks—the division of the domain into blocks and the generation
of a grid of suitable quality within each block.
To alleviate the requirement to partition the domain manually, a semi-automatic procedure

has been developed in which user interaction is limited and yet su�cient to determine the
�nal grid topology [13; 14]. The real domain is replaced by a schematic representation in
which the surfaces that bound the domain are depicted as either of two topological entities,
namely planes or boxes. This is illustrated in Figure 3 which shows a schematic diagram for
half of a combat aircraft (which itself is shown in full in Figure 4) with the intake faired over.
Having reduced the domain to one which merely has many planar rectangular boundaries, a
Cartesian grid topology is readily created. Algorithms are then invoked on request to create
local ‘C’ and ‘O’ grid topologies around the topological entities.
Rather than viewing the development of a capability to generate a block-structured grid as

creating a process which will be applied to form each block in turn, the approach adopted
is to form the entire grid from a single process. To this end, the grids are generated as the
solution of a set of elliptic partial di�erential equations, with points which lie on internal
block boundaries evolving as part of the solution, rather than having to be predetermined.
The location of points which lie on the domain boundaries comes from a preceding surface
mesh generation phase.
The generation of surface grids is potentially dominated by the time taken to establish

point distributions on boundaries. With this in mind, algorithms have been developed [14] to
generate default boundary point distributions, which can be readily adjusted to meet particular
requirements—desired size of trailing-edge cell, for example. Figure 4 shows an example of
a surface grid generated on a combat aircraft.
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Figure 4. Surface grid for combat aircraft.

Semi-structured grid generation

In Figure 5, an example of a prismatic mesh is given. The technique [15] employed for
generating prismatic elements is a marching method, similar to the hyperbolic pde approach,
and as such starts from a de�ned surface and propagates outwards to an outer-boundary, the
exact shape or location of which cannot be predetermined. The prismatic grid is built up one
layer at a time. At each stage, the positions of points in the next layer are determined as a
function of the current outer grid surface, which will initially be the input unstructured surface
grid. The generation of a prismatic layer can be separated into two distinct processes. The
evaluation of normal vectors and the determination of marching distances along these vectors.
The �rst stage of the prismatic grid generation process is the determination of marching

direction vectors at all points on the unstructured surface. This is achieved by evaluating the
normals (to the plane each triangle lies in) to all surface triangles and sending contributions
to the forming nodes weighted by the angle subtended at the node. All nodal vectors are
then normalized to unit magnitude. This yields an approximately normal marching vector for
every point on the current grid surface. However, if these vectors are used in this form,
the normal grid lines will converge from concave surface regions leading to grid crossover.
This undesirable feature can be overcome by an iterative smoothing of the vectors using a
Laplacian �lter.
The marching distance along a vector is determined as the desired spacing for the layer

multiplied by a distance variation function. The goal of this function is to compensate for
regions of high concave and convex curvature, increasing marching distances in the former
case and reducing them in the latter. The overall e�ect is that the shape of the grid layers
tends towards a sphere as distance from the geometric surface increases.
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Figure 5. Prismatic grid for double ellipsoid.

Unstructured grid generation

The unstructured mesh generation is performed in two stages, surface grids followed by
volume grids. For the former, the generation of grids that are independent of the geometry
de�nition has been a particular focus of e�ort [16], for the latter, the problem of boundary
integrity requires careful attention [17].
Separate meshes are formed for each surface of the con�guration and for the boundary of

the domain. For each, boundary point distributions are de�ned in a graphics-based working
environment, with the boundary lines delimited into segments to facilitate precise control over
distributions. To be consistent with the creation of a high quality �eld mesh, it is required that
the surface meshes consist of triangles which are approximately equilateral in physical space.
To this end, a pseudo-Delaunay surface triangulation procedure has been developed [16],
which is coupled to an algorithm to determine the location of points. Control of grid density
in regions of high surface curvature is assured through the solution of an optimization problem
based on determining a desired edge length distribution. Figure 6 shows a typical surface grid
for a missile layout.
Techniques for forming unstructured �eld meshes generally fall into one of two categories,

either based on the Advancing-Front [3] or Delaunay algorithms [19]. In the �rst approach,
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Figure 6. Unstructured surface grid.

a front is de�ned, which represents the entire boundary. For a selected triangle on the front,
a �eld point is added in as near optimal a position as possible, a tetrahedron formed and the
front updated. The mesh evolves by advancing from boundaries into the interior, yielding high
quality elements near surfaces. In the second approach, a point set is triangulated, and points
sequentially added interior to the domain until mesh quality tests are satis�ed. It is more
rapid, but yields its poorest mesh quality at boundaries, in part due to methods used to ensure
that the triangulation is boundary conforming. This latter issue is of particular importance in
the generation of hybrid meshes in which the tetrahedral elements are the last to be formed.
Here, standard techniques of edge-swapping and point addition cannot be considered since the
unique facial abutment of tetrahedra to pyramids and prisms would be corrupted.
With these factors in mind, a dual approach has been developed [17] for forming the

�eld mesh. The boundary grids and their connectivity are input and a Delaunay triangulation
created. No attempt to preserve boundary integrity is made. The mesh is then advanced
one element at a time away from the boundary, and the Delaunay triangulation updated.
This process continues until a time at which the Delaunay mesh naturally conforms to the
continually updated boundaries of the advanced grid. The remainder of the mesh is then
created using a standard Delaunay approach. High-quality boundary-conforming �eld meshes
are thereby achieved in an e�cient manner.

Interfacing di�erent grid types

The interfacing of the di�erent elements of a hybrid grid represents a signi�cant component
in the development of a hybrid grid generation system, which must be performed in an
automatic manner. Di�erent issues are involved in the treatment of each type of element-to-
element abutment. These are discussed in the order in which they are met in forming a hybrid
mesh.
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Figure 7. Structured/unstructured interface: triangular faces of pyramids.

Structured=semi-structured. At the interface of block-structured and prismatic grid regions, the
quadrilateral faces of the elements must abut. This means that all the points on the interface
are �xed points to which the prismatic grid generator must conform as the layers are formed.
To make the transition from block-structured to prismatic grid as smooth as possible, the
vectors resulting from the �xed boundary points are used in the smoothing process for the
normals in the prismatic region [15]. This has the e�ect of preventing any sharp changes of
direction near the interface. To obtain a representative marching distance for the prismatic
grid, a Laplacian equation is solved for each layer, with the block-structured grid providing
the necessary boundary data.

Structured=unstructured. Figure 7 shows such an interface for an unstructured region embed-
ded around the pylon of a civil aircraft. The interfacing of these regions of grid has already
been covered in motivating both the use of an additional element, the pyramid, and the ap-
proach taken to achieve boundary integrity in the unstructured �eld grid. The latter removes
the need to create a bu�er interface of tetrahedra, which is subsequently modi�ed, as was
required in earlier work [18].

Semi-structured=unstructured. There are three principal factors which govern the ideal extent
of the prismatic region, the �rst two of which place a lower limit and the third an upper limit
on the extent of the prismatic region:

(i) The grid should extend to a distance where viscous e�ects become negligible. With
this in mind, it is necessary to de�ne ‘wake-plane’ geometries that extend downstream
of surfaces such as wings, and grow the mesh away from these surfaces in the same
manner as other surfaces.

(ii) The cell aspect ratio (height=side length) should be as close to unity as possible to
promote a smooth transition to the tetrahedral region (further techniques are used to
adjust the marching distance function to achieve this).

(iii) The quality of the triangulation of the outer layer should be as good as possible to
achieve a good quality abutting tetrahedral mesh.
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In practice, however, it can prove di�cult to advance meshes the required distance from
concave boundaries. This is a problem frequently encountered in hybrid meshes composed
only of prisms and tetrahedra and is indicative, in part, of the use of inappropriate elements
in such regions. Again, the route taken to boundary integrity [17] negates the need for the
special bu�er elements employed in earlier work [15].

Remeshing hybrid grids

To conclude the discussion on mesh generation techniques, a method [20] to regenerate hybrid
meshes automatically in response to design modi�cations is described. This method allows
the CFD system to be executed e�ciently within a constrained optimization design analysis
system, CODAS [4], in which an initial geometry is perturbed many hundreds of times. For
each new geometry, a new mesh is formed and the �ow�eld initialized from the previous
solution.
The technique has two basic steps, which are each applied to the surface and �eld grids

in turn. Firstly, a pre-conditioning step is applied which perturbs the initial reference mesh
points as a function of their proximity to both the nearest moving and �xed boundaries. This
has the e�ect that the mesh close to the moved=re-designed surfaces performs a rigid body
motion akin to that of the surfaces, thereby maintaining element quality in this region. The
maximum perturbation to the mesh occurs approximately halfway between the moved and
�xed boundaries. The subsequent step of smoothing the mesh, heavily under-relaxed near
boundaries, acts to remove poor mesh quality in these regions.
Figure 8 gives an example of the use of the technique to remesh a block-structured grid

on a combat aircraft, following the de�ection of the foreplane by 15 degrees. Importantly, the
overall quality of the mesh is retained, an important feature in a design optimization strategy,
where mesh dependency e�ects need to be minimized to avoid misleading conclusions being
reached.

DATA STRUCTURES

The data structure that describes a hybrid grid to a �ow algorithm is central to the success of
the approach and its creation represents a major component in the development of a hybrid
grid capability. Prime factors a�ecting the de�nition of a data structure are the discretization
scheme adopted by the solver (these are given later) and the architecture of the platform used.

Node numbers, pointers and matrices

The nodes of the hybrid mesh are uniquely numbered, with all nodes at which a given
boundary condition is applied stored contiguously in a predetermined hierarchy. These nodes
are followed by the nodes that either lie on block interfaces or bound regions of di�ering
elements. Finally, nodes that either lie inside each block, or solely within the unstructured or
semi-structured �eld grids, are also stored contiguously in a ID array.
Throughout the formation of the ID array, pointers are established to identify the start and

end of each group of data. A single integer is stored for each block to de�ne the starting point
for the storage of the interior nodes of the blocks. A pointer system, founded on the faces of
each block, is used to access nodes that lie on block faces; these nodes may be either part
of more than one block, or be part of other elements. These data are used to form so-called
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Figure 8. (a) Initial grid; (b) remeshed grid.

‘working blocks’ which allow the regular I,J,K notation to be employed when processing
each block, rather than explicitly storing the connectivity of hexahedra. This ensures that the
e�cient memory storage and access patterns associated with structured grids is maintained.
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Figure 9. Connectivity matrices.

Connectivity matrices, see Figure 9, are used to describe the join of faces of tetrahedra
to the triangular faces of either other tetrahedra, or prisms, or pyramids. Similarly, for the
prisms, the unstructured surface grids are stored in edge-based connectivity matrices, with
surface node-based pointers used to de�ne the nodes lying along the lines of o�-surface
structure in the grid. All edges in the unstructured grid, and on the boundaries of both blocks
and regions of semi-structured grid, are stored also.

Domain decomposition for parallel computations

The use of the SPMD programming model to facilitate parallel processing, whether for an
MPP machine or a cluster of workstations, is accepted as a means of reducing the elapsed
time of CFD simulations [21]. To be e�ective, it requires the mesh to be partitioned and
mapped to processors in a way that accounts for both the communication overheads and
the performance and memory associated with the available processors (typically, this is very
di�erent for MPPs and for di�erent workstation networks).
The decomposition is performed by optimizing an initial partition derived by recursive

geometric bisection (RGB) via simulated annealing [22]. To this end, a graph consisting of
nodes (representing blocks and unstructured grid points) and edges (representing block faces
and unstructured edges) is used to describe the grid, with weights for each node and edge
used to indicate the computational cost of each entity. A simple user-de�ned array describes
the performance characteristics of the target architecture.
Random perturbations [22] are applied to each current best solution and a cost, based on

execution time, calculated. The perturbations are applied primarily to the decomposition, either
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Figure 10. Comparison of run times for alternative decompositions.

by moving a graph node to a di�erent processor or by randomly selecting an interface edge
(an edge with its end nodes on di�erent processors) and moving one of its end nodes to the
same processor as the other.
The new solution is accepted or rejected based on a dynamic tolerance to changes in

cost, this continuing until a stationary solution is attained. The optimizer de�nes a node-to-
domain and a domain-to-processor mapping for the grid and target machine. In Figure 10,
the bene�ts of adopting this approach are summarized by comparing the execution times for
the �ow solver (COST) due to key elements of the standard RGB decomposition and the
optimized decomposition.

Domain assembly and grouping for parallel and vector processors

Once the blocks that are to reside on a given processor have been determined, an algorithm is
employed which groups them together into as few larger blocks as possible, the aim being to
reduce the overall surface area over which communication is required. Reductions in memory
requirements and processing time for the �ow solver are also gained. The algorithm e�ectively
renumbers the nodes in the block-structured region of the mesh, requiring the block-based
pointers and connectivity matrices to be updated.
The same algorithm is also employed for vector processors. In this case, the requirement

is to make the vectors (over which operations such as the �ux balancing are performed), as
long as possible, which indicates that the blocks should be as large as possible. The only
restriction on the combination of blocks is that their union must be topologically cuboidal.
Further bene�ts can be realized by grouping the connectivity matrices de�ning the unstructured
regions of grid in a manner which allows loops over these matrices to vectorize (colour
coding).

Improvements for RISC processors

RISC processors yield their optimal performance when data can be accessed from cache
rather than main memory. In an unstructured region of mesh, neighbouring nodes are usually
numbered in an e�ectively random manner, which means that when a �ux evaluation is
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performed, there is a low expectation that all of the data required will be in cache. The
probability can be enhanced signi�cantly by renumbering the grid to re�ect the spatial locality
of the points. Consistent with this, the face- and edge-based connectivities also need to be
renumbered. Execution times for a �ow solution based on a totally unstructured mesh have
been reduced by a factor of four using this approach [23].

Multiple grid levels

Flow solver e�ciency is greatly enhanced through the use of multiple grid levels in the
solution process, either through the use of full multi-grid or a simple grid sequencing strategy.
Put in its simplest form, grids coarser than the datum �ne grid are created by reducing
grid density in all directions. This is a simple process in the structured grid regions, where
coarsening implies removing every other point in each direction within each block. A block is
allowed to have only a single cell in any direction at the coarsest grid level. In the unstructured
grid regions, the strategy used is to create coarser, unrelated meshes, wherein points are not
common between grid levels. This route has been chosen in preference to an agglomerated
approach, to avoid any data structure extensions related to complex element shapes.
Best practice is always to create three levels of grid—coarse, medium, and �ne—as this

appears to optimize the �ow solver solution procedure. A complete data structure is created
for each grid. In addition, �les are created which contain in�uence coe�cients (weights) for
transferring data between grid levels in the unstructured grid regions. This process can operate
e�ciently in structured grid regions within the �ow solver without any pre-processing.

FLOW SOLVER

The �ow solver used on the hybrid grids described above has matured over a period of years,
through additional functionality, the inclusion of e�ciency and robustness-enhancing measures
and con�dence gained by detailed validation studies. Some of the early decisions that are made
in the genesis of any solver, however, are di�cult and costly to change (particularly with
regard to the spatial discretization), so it is instructive to re�ect brie�y on the decisions made
at this stage for the �ow solver in SAUNA.
The �rst decision was to develop a �nite-volume vertex-based solver rather than a cell-

centred one. It was always anticipated that regions of less than ideal grid quality would be
present in a general hybrid grid (the regions where di�erent elements interface were an early
concern). Fundamental studies available at the time on truncation error analysis [24; 25] had
shown that vertex-based schemes were inherently more accurate, particularly on unstructured
grids and particularly on grids with rapid changes in element size.
The second fundamental decision was to develop generalized discretization procedures

which could be applied to all regions of grid. This route would guarantee continuity of dis-
cretization across grid region boundaries, whilst foregoing, for example, optimum dissipation
operators in structured grid regions. This does not preclude making use of any inherent struc-
ture of grid regions in e�ciency-promoting measures, and earlier discussion on data structure
issues has highlighted this aspect.
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Spatial discretization

To go into more detail, the �ow solver addresses the Reynolds-averaged Navier–Stokes
(RANS) equations. The spatial discretization procedure is a �ux balancing approach, with
�uxes being accumulated around a control volume, which is de�ned as the union of all of
the elements which meet a given vertex. This accumulation is a straightforward summation
of contributions, giving an essentially centred (rather than upwind) approach. The primary
target �ow regime of the �ow solver is for free-stream Mach numbers up to and including
supersonic, but not hypersonic, which is consistent with such an approach.
The above procedure applies to the inviscid terms in the equations of motion. The viscous

term contributions are accumulated around a control volume formed from the centroids of the
elements which comprise the inviscid control volume. This is a natural approach given that
the �rst derivatives required for the stress tensor evaluation are computed on an element basis,
using Green’s theorem, and are located at element centroids. The existence of separate control
volumes for inviscid and viscous terms, whilst perhaps lacking in elegance, is not currently
thought to be disadvantageous in any practical sense, nor does it a�ect the conservation
properties of the scheme.

Arti�cial dissipation

The discretization of the RANS equations is augmented by arti�cial dissipation terms to pro-
vide a shock capturing capability and to eliminate undamped modes from the centred approach
used here. These terms are of Jameson type being composed of a blend of second and fourth
di�erence stencils. The adoption of a general discretization procedure implies the use of a 33-
point stencil in a block-structured region. This derives from a two-stage construction, �rstly
the accumulation of edge di�erences at a vertex to compute a second di�erence term, and
secondly the accumulation of di�erences of this quantity along edges to derive a fourth di�er-
ence term. The second di�erence term is multiplied by a sensor based on second di�erence of
pressure. Each di�erence in the �nal accumulation process is multiplied by an edge-computed
scaling factor, based on grid aspect ratio. This gives an anisotropic scheme in the highly
compressed grid regions needed to model shear layers. This aspect is critical to the accuracy
of predictions in such layers.
Additional ‘smart dissipation’ techniques are employed to limit the magnitude of these

non-physical terms further and to prevent them from compromising the modelling of real
viscous e�ects. These apply on and are local to no-slip surfaces where default dissipation
stencils become one-sided and are therefore of lower order. An example of the impact of these
additional techniques is given in Figure 11, where the skin-friction coe�cient is plotted for a
representative aerofoil from solutions obtained using two alternative dissipation models. Model
A is the default inviscid �ow model and Model B includes the above surface modi�cations.
The increase in overall skin friction levels with the latter model is marked, giving a more
accurate prediction for skin-friction drag.
As every CFD developer knows, the precise details of the arti�cial dissipation or smoothing

techniques used in a numerical scheme are one key to its success. The �ne balance between
accuracy, e�ciency and robustness is controlled by the smoothing. A ‘minimum’ smoothing
level scheme will be accurate, but may converge slowly and may diverge for cases more
extreme than those used in the tuning process. A ‘heavy-handed’ smoothing scheme will
converge quickly and will be highly robust, but may su�er a great deal in accuracy terms.
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Figure 11. E�ect of dissipation on skin friction.

The balance chosen here, as has already been strategically de�ned, is to favour low smoothing
levels to ensure that accuracy requirements are met. A high level of robustness has still been
achieved, however, through careful construction of dissipation operators coupled with grid
quality demands.

Time integration

Explicit time-marching techniques are used to advance an initial �ow�eld to a steady state
solution of the governing equations. These include Runge–Kutta time-stepping with residual
smoothing and a full multi-grid strategy. Convergence criteria based on one or more force
coe�cients on chosen parts of the con�guration becoming stationary are normally used. These
techniques give an e�cient scheme, as required. An incompressible �ow option exists in the
�ow solver and in this case time-marching is based on an arti�cial compressibility approach.
Details of the RANS algorithm are given elsewhere [26; 27].

Turbulence modelling

For viscous �ow investigations a range of turbulence models are available. Although early
studies made use of algebraic or single ordinary di�erential equation models such as Baldwin–
Lomax and Johnson–King (these being the only ones implemented at the time), there is a re-
cent strong trend towards partial di�erential equation models. The generality of implementation
of these latter models (no pro�les required), and their potential for modelling more complex
physics, makes them a natural choice for a hybrid grid strategy. Two-equation models are now
frequently used, with k-! being the preferred option due primarily to its total non-reliance
on normal-wall distances. Current state of the art in the code is full di�erential Reynolds
stress modelling based on a multiscale model due to Wilcox [28]. The more advanced mod-
els are only available on structured grids at present. A number of di�cult implementation
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issues have had to be addressed with these advanced models, to maintain consistency with
the design requirements of accuracy, robustness and e�ciency. A well-chosen amalgam of
techniques available in the literature and their further enhancement has been necessary in this
respect [29].

Adaptivity

Mesh adaptation to either viscous or inviscid �ow phenomena is performed using the LPE
method of Catherall [30]. This involves the numerical solution of equations for node positions
which are formed as a linear combination of an inverted Laplace equation, an inverted Pois-
son equation and an Equidistribution equation. The Laplace term promotes smoothness and
orthogonality, the Poisson term enables the retention of favourable features of the initial mesh
and the Equidistribution term controls the redistribution of nodes according to a measure of
solution activity.

Post-processing

A discussion on �ow solvers is not complete without making comment on the post-processing
facilities which are available. Post-processing is the user-interface at the end of a CFD system
and is therefore of key importance. Here again, aerospace makes some very speci�c demands
in terms of the extraction of quantities of interest in the design environment. The usual data
extraction techniques are available for hybrid grids, but a key area is that of drag prediction
and particularly drag decomposition into its wave, vortex and viscous components.
Surface integration has traditionally been a principal means of drag extraction, although this

approach does not permit decomposition of the drag. Near-surface methods are also applied
to the SAUNA �ow solver output. Shock-front, lifting line and boundary-layer momentum
thickness methods allow extraction of wave, vortex and viscous drag, respectively, but their
scope is limited due to both theoretical and practical constraints.
Recent research has been focused on far-�eld techniques, wherein a cutting plane is gen-

erated downstream of the con�guration of interest and �ow�eld variables on this plane are
used to extract drag quantities [31]. This methodology, in principle, allows the required drag
decomposition and is applicable to geometries of arbitrary complexity.

EXAMPLES

In this section, the creation of hybrid meshes for use in performance analysis, store release and
design studies is discussed. In all cases, the approach taken is to maximize the use of structured
mesh, wherever this is consistent with attaining a certain level of mesh quality within a
practical time-scale. Regions of the structured mesh are then removed and unstructured grids
containing extra geometric surfaces embedded. The examples serve to demonstrate a number
of scenarios in which it is believed the use of hybrid meshes out-performs any other approach.
However, before discussing the examples in detail, further comments on the use of block-
structured and unstructured grids are made, to support the use of hybrid grids.
Block-structured grids can be used to mesh a wide range of problems. The time taken to

form a mesh for a con�guration might be longer than an unstructured grid. However, this is
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Figure 12. Block-structured grid on EF2000.

acceptable if the e�ort is seen to contribute, either in part or in whole, to the overall cost
e�ectiveness of a task.
Such a scenario would be where either multiple release conditions for a store were being

investigated, or where the release of alternative weapon assemblies is of interest. Parallels can
be drawn here with a wind tunnel model of an aircraft, whose creation is justi�ed, in part,
because it will be used on more than one tunnel entry programme.
Furthermore, con�dence in the structured grid can be established separately, and this will

remain the same for all time. Thus, grid dependency issues between solutions can be mini-
mized. Again, this has parallels with putting a wind tunnel model back into the same, rather
than a di�erent, tunnel.
The creation of a high quality, e�cient unstructured �eld mesh for an aircraft is not as

straightforward a task as promoters of unstructured grid technology might lead one to think.
Indeed, the task is often an iterative one, involving intermediate �ow runs before con�dence
in a solution is achieved. This situation arises due to the strong requirement to optimize the
use of the number of available grid points, which is limited either by the memory, or speed,
of the accessible hardware. Mesh adaptivity reduces this to some extent, but only providing
the initial mesh is su�ciently dense to allow �ow gradients to be resolved in the initial �ow
solution.
There can be little doubt that the amount of user input that will be required to generate

e�cient unstructured �eld meshes for viscous �ows will be signi�cantly greater than for
inviscid �ows. This arises due to the need to add directional information to ensure that
suitable mesh compression is attained in shear layer regions.

Performance analysis

In Figures 12, 13 and 14, block-structured meshes are shown for powered military, transport
and ASTOVL aircraft. It is believed that these types of con�guration represent the very limit
of geometric complexity that the block-structured approach can be applied to, both in terms of
the time required to form the mesh and the acceptable quality of mesh that can be attained. For
as the con�guration gets more complex, so the probability increases that the block topology
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Figure 13. Block-structured grid on civil aircraft.

Figure 14. Block-structured grid on ASTOVL aircraft.

required in one region of the mesh will con�ict with that in another. This con�ict leads to
di�culties in controlling mesh quality, which ultimately can a�ect the �ow solution.
Examples of this are the modelling of the intake and pylon on the con�gurations given in

Figures 12 and 13, respectively. In both cases, grids have had to be created in which complete
block faces degenerate down to lines on the surface of the aircraft. This is equivalent to
hexahedra collapsing to form prismatic elements with high aspect ratio triangular bases. The
e�ect is not only that the grid quality is compromised, but also that the time-stepping of the
�ow solution is signi�cantly impaired in this region.
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Figure 15. Hybrid grid on EF2000.

Figure 16. Hybrid grid on civil aircraft.

The fact that the grid quality deteriorates with con�guration complexity impacts in two ways
in the practical creation of block-structured grids. Firstly, it is more di�cult to conceive either
a grid topology, or a schematic representation of the aircraft to drive a topology generation
algorithm. Secondly, special care has to be taken to control a mesh, this often necessitating
extra geometric surfaces (through which �ow can pass), to be speci�ed in the �eld to restrain
the freedom of the mesh.
Figures 15 and 16 show hybrid grids for the two con�gurations already shown in

Figures 12 and 13. In the �rst case, a block-structured mesh was formed around the fuselage
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Figure 17. Comparison of theoretical and experimental data.

with the intake faired over. The intake geometry was subsequently introduced with locally
embedded unstructured grid. In the second case, the block-structured mesh was formed around
the wing-fuselage and through-�ow nacelle. The pylon, which overhangs both the nacelle and
wing trailing-edges was then added. In this case, the unstructured grid region is particularly
well suited to the modelling of the highly three-dimensional pylon, and its complex junction
intersections with both the nacelle and wing.
In both cases, the hybrid mesh required signi�cantly less time and expertise to form the

mesh than the block-structured grid. Furthermore, the general quality of the block-structured
grid regions was higher, since the meshes were only being used in situations where they were
readily controllable. Figures 17 and 18 show results from simulations on both mesh types
for the military aircraft con�guration. Results on the civil con�guration are given by Hackett
et al. [32]. Together, these serve to validate further the use of hybrid grids, in that the results
compare favourably with those on solely block-structured grids.

Store release

Ensuring the safe clearance of a store from an aircraft is an area in which CFD is in-
creasingly making an impact. Currently, the computational requirements for modelling the
release of stores limit the �ow simulations to being pseudo-unsteady and inviscid. Typically,
a steady-state �ow solution is obtained and the forces and moments acting on the store eval-
uated. These are then used in a six degrees of freedom (six DOF) model [33], which uses
a four-stage Runge–Kutta scheme for the time integration, to predict a new position for the
store.
During its trajectory, the store is free to pitch, roll, and yaw with respect to the aircraft.

Solely block-structured grids are unable to accommodate the generalized location of one body
with respect to another; even if they were, the resource required to create suitable topologies
and grids is hardly conducive to the iterative nature of the complete simulation.
The �exibility of the unstructured grid approach overcomes these limitations of structured

grids and is highly suited to a local re�nement=coarsening of the mesh as the simulation
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Figure 18. Comparison of theoretical and experimental data.

evolves. However, the use of unstructured grids throughout the whole �ow�eld rapidly imposes
limits on the density of grid that can be utilized, in terms of both total memory limitation
and an acceptable CPU time. Ultimately, this impacts on the accuracy of the simulation, and
hence the value gained from the exercise.
A cost-e�ective programme of work on store release from an aircraft can be established

based on the use of hybrid grids, in which a block-structured grid is used to mesh the majority
of the domain and unstructured grid is used in the region covered by the trajectory of the
store.
Figure 19 shows the initial hybrid grid generated for the release of 1500-litre fuel tanks

from a Tornado. The block-structured grid took a week to generate, contained 2072 blocks
and 690 000 cells. A region of this grid was then removed, covering the expected trajectory of
the store, and an interface region of pyramids automatically generated; this would e�ectively
act as the far�eld boundary for the unstructured grid generation. Unstructured surface grids
were then formed on the fuel tanks, shoulder pylon and part of the fuselage underside. The
remainder of the volume mesh was then �lled with tetrahedra.
The release of one of the tanks commenced with a �ow solution obtained with the tank

at end of stroke position. A transpiration boundary condition was applied on the surface
of the store in an attempt to model the �rst order time dependent e�ects of the in�uence
of the motion of the store with respect to the aircraft. The new position of the store was
predicted from the loads acting on it, placing a requirement to regenerate the grid and recon-
verge the �ow solution; this process continued until the store was judged to have cleared the
aircraft.
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Figure 19. Hybrid grid on Tornado with 1500 litre fuel tank.

Clearly, the structured region of grid did not need to be modi�ed, this in itself represent-
ing a signi�cant computational saving over other approaches in which the whole domain is
remeshed. The unstructured region was rede�ned using a three-step process. Firstly, a rigid-
body pre-conditioning was applied which ensured that the mesh quality local to the store
was maintained. Secondly, the mesh was smoothed to improve overall quality. Finally, local
regions of mesh were enhanced by changing the mesh connectivity, either through edge-
swapping, point addition or point removal techniques. Only when satisfactory mesh quality
could not be achieved through this approach, which happens about once every �ve complete
Runge–Kutta time steps, was the whole unstructured domain regenerated.
The �ow�eld is initialized for each simulation based on the solution at the previous time-

step. The nodes in the structured region maintain their values, whilst interpolation processes
are used to transfer the �ow solution from the old to the new regions of unstructured grid.
The overall bene�ts of these processes is to reduce the total run times of the simulations by
a factor of about 20.
Figure 20 shows good agreement between theoretical predictions and �ight trial results for

the prediction of vertical displacement and pitch angle for the release of a store from an
aircraft.
The reductions in CPU requirement that have been described make it possible to consider

simulations based on the Reynolds-averaged Navier–Stokes equations, with the turbulence
modelling needing to be limited in the �rst instance to cost-e�ective models, such as Baldwin–
Lomax. In this case, local block-structured grids would be generated in the junction region of
the tank with its �ns. Semi-structured grids would be grown from the remainder of the tank
and �n surfaces, conforming to the local structured grids, see Figure 21. These grid regions
would remain �xed with the store throughout its trajectory. Unstructured grids would be used
to �ll the remainder of the domain. In this way, the grid topology away from the store surface
is always regular, a fact that can be exploited in the �ow modelling [10]. The e�ciency of the
grid around the store serves to bring forward the time when such calculations can routinely
be undertaken.
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Figure 20. Comparison of �ight data and theoretical data.

Figure 21. Use of local structured grid for viscous modelling.

Finally, the idea that the same reference block-structured grid can be used for more than
one study is illustrated in Figures 22 and 23, where the same aircraft is shown carrying two
alternative weapon assemblies. In the case illustrated in Figure 22, a smaller region of the
block-structured grid was removed since carriage loads were all that was of interest. Here, the
unstructured region is used to allow the geometric complexity of the assembly to be resolved,
see Figure 6.
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Figure 22. Hybrid grid for Tornado with missile con�guration.

Figure 23. Hybrid grid for Tornado carrying alternative stores.
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Figure 24. Hybrid grid for ejection of missile.

The idea is demonstrated also in Figures 24 and 25 for the ejection and rail release of
weapons.

Design studies

Increasingly, aerodynamicists are interested in the integrated e�ect of component surfaces
rather than consideration of a surface in isolation. Examples include blended wing-fuselage
and underwing-pylon-nacelle design studies. One issue which a�ects the latter type of study
is the nature of the engine cowl. To this end, �ow�eld simulations using both long and short
cowls have been undertaken for a civil aircraft, with both the by-pass and core jets modelled,
see Figure 26.
Use of the block-structured approach for the complete con�guration was considered

�rst. Whilst it was believed that this would be possible, concerns about the density of
mesh that would be required were soon raised. As part of the creation of the background
Cartesian topology, each surface of the nacelle would require to be represented
by four planes—a top, bottom and two sides. Polar mesh topology would then be
needed to be embedded around the interior and exterior of both the core and by-pass cowl
and around the exterior of the central plug. This would lead to the creation of many thou-
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Figure 25. Hybrid grid for rail release of missile.

sands of blocks, each of which must have at least four cells in each co-ordinate direc-
tion. The propagation of this grid density through the domain would be highly
ine�cient.
It was therefore decided that a hybrid grid approach would be more appropriate, with the

same block structured grid used for both variants and the unstructured region employed around
the aft half of the nacelle.
A block-structured mesh was generated around the fuselage, wing, pylons and a subset

of each nacelle; the latter comprised the intake lip, throat and engine face and the forward
half of the exterior cowl, which was extrapolated downstream, thereby e�ectively de�ning a
stream-tube. A region of the block-structured mesh adjacent to the streamtube was removed,
and the interface pyramid elements created. Unstructured grids were formed on the remaining
surfaces of the nacelles, and on part of the exterior surface of the by-pass cowl and the
pylon.
The surface grid views of the di�ering builds in Figure 26 show that the desired result in

terms of gridding has been achieved, in that the grids over the vast majority of the con�gu-
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Figure 26. (a) Short and (b) long hybrid grid on cowl con�guration.

rations are essentially identical, with the only deviation being due to the cowl variants. Thus,
bene�ts have been achieved in terms of reduced mesh dependency e�ects, which is critical
if, possible, small load increments between the two builds are to be modelled correctly and
also in terms of resource required to generate the grids.
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CONCLUDING REMARKS

The desire to simulate viscous �ows over aircraft places severe technical demands on CFD,
particularly in terms of accuracy and e�ciency. The largely economic requirements of usability
and robustness serve to exacerbate the situation. In the design of a CFD strategy to meet these
needs, it is advocated that the technical demands should take precedence, whilst still ensuring
the economic requirements are realized.
Traditionally, there is a strong correlation between meeting the requirements of accuracy

and e�ciency and using strategies based on structured meshes. Similarly, unstructured meshes
are associated with usability and robustness. It is concluded that a CFD strategy based on the
use of both mesh types, with priority given to structured meshes wherever possible, meets in
full the design requirements.
Consideration of the demands of three-dimensional �ow modelling promotes the idea that

general hybrid meshes should not only be formed of hexahedra and tetrahedra, but also include
prisms. These semi-structured regions of grid allow the topology of the mesh to be regular
normal to the surface, even when it is irregular on the surface. This feature is believed to
be crucial in the accurate prediction of viscous �ows. Such general hybrid meshes are best
generated in a hierarchy based on the constraint the mesh topology imposes, i.e. structured,
semi-structured, unstructured. In generating these individual mesh types, special attention needs
to be given to interfacing the elements together.
To maintain the bene�ts of structure in the grid, special attention needs to be paid to

de�ning the basic data structure that describes the hybrid grid. There are signi�cant bene�ts
to be had by manipulating this data structure to suit the particular architecture of the platform
used for the �ow computations.
A generalized centred discretization procedure can be developed for solving the Reynolds-

averaged Navier–Stokes equations on hybrid meshes. However, this requires that careful at-
tention is paid to arti�cial dissipation models to ensure that numerical e�ects do not corrupt
the physics of the �ow.
The application of hybrid grids to complete aircraft con�gurations, including moving body

problems, shows the very real technical and economic bene�ts the approach has over others.
These are supported by comparisons of data from hybrid grid simulations with other CFD
results, experimental data and �ight test data.
The hybrid mesh generation system that is described has been developed in a research

environment. Its initial requirement has been to prove conclusively that the concept of hybrid
grids o�ers a sound basis for RANS simulations over aircraft. It is believed that this has now
been achieved and that the challenge now is to turn the software into an easily used, robust
capability.
In terms of ease of use, it is believed that whilst it will never be easier to generate

a hybrid grid than it is an unstructured grid, the time required to achieve a high quality,
e�cient grid will be favourable. To ensure this, it is essential that the environment in which
the user interacts with the mesh is as independent of the grid type as possible. A strategy for
achieving this has been identi�ed and work in this area is currently in progress.
Robustness is undoubtedly an area of concern in that hybrid grids, by their very nature,

require signi�cantly more software to be developed than unstructured grids. The probability
of an error occurring, and time taken to trace that error, is inevitably greater. This is o�set,
however, by the probability that the element quality in a hybrid grid is always likely to be
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higher, which will increase the likelihood of the �ow code successfully attaining a converged
solution.
The hybrid grid philosophy requires a long-term commitment to its development. When

many groups have already invested heavily in either solely structured or unstructured ap-
proaches, the decision to move to hybrid grids is not taken easily. However, it is believed
that the bene�ts hybrid grids o�er the engineer, in both the total elapsed time and cost to
achieve the desired end result, justi�es this required investment.
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